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Abstract 

The role of image features is crucial in any system. There is a need to enhance 

Content-Based Image Retrieval (CBIR) systems, but challenges exist in accurately 

classifying, retrieving, and browsing or mining images. These challenges can be 

effectively addressed through the extraction of meaningful visual features. 

Various handcrafted and Deep Learning (DL) techniques have been developed 

for this purpose, but there has been limited exploration of combining the two 

approaches. The proposed technique is based on joint use of handcrafted features, 

i.e., Histogram of Oriented Gradients (HOG), Speed-Up Robust Features 

(SURF), Bag of Features (BoF), and Local Binary Pattern (LBP), and deep 

features extracted through AlexNet plus Spatial Pyramid Pooling (SPP) model. 

The Support Vector Machine (SVM) classifier was used for the classification. The 

algorithm was evaluated using the Caltech-256 RGB image dataset, achieving an 

average accuracy of 86.8%. The outcomes demonstrated the benefits of 

combining handcrafted and DL features, leading to improved accuracy in specific 

CBIR scenarios. 

Keywords: Image Retrieval; Deep Features; Handcrafted Features; Combined 

Features; Classification. 

Introduction  

Machine learning represents significant importance within 

classification. Various techniques leverage deep learning features in image 

retrieval whereas others utilize content-based aspects like shape, color, and 

texture. Notable researchers such as Latif et al. (2019), Pathak & Raju 

(2022), Xie et al. (2015), Hameed et al. (2021), and Kulkarni & Manu 

(2022) have significant contribution to both Content-Based Image 

Retrieval (CBIR) and image classification. Within CBIR, Remote Sensing 

Image Retrieval (RSIR) stands out as significant research area. The 
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PatternNet dataset (Zhou et al., 2018) was tailored for RSIR, consists of 

38 classes including 800 images per class. This dataset serves as a 

benchmark for evaluating both deep learning and traditional methods. 

CBIR faces challenges of the intention and semantic gaps (Zhou et al., 

2017). Sarwar et al. (2019) proposed a novel approach using Bag-of-

Words (BoW), where features of visual words are combined from Local 

Intensity Order Pattern (LIOP) and Local Binary Pattern Variance 

(LBPV), aiming to enhance the CBIR performance and minimize the 

semantic gap. The demonstrated results show superiority of this novel 

method over traditional handcrafted techniques. The design of CBIR 

system extends to texture image retrieval, where (Pham, 2018) presents a 

method leveraging feature extraction based on multiscale local extrema 

and covariance embedding. Utilizing the handcrafted descriptor, Simple 

Local Extrema Descriptor (SLED), yielded notable performance in 

retrieval compared to other contemporary techniques. Moreover, CBIR 

finds application in medical image analysis. Lacoste et al. (2007) proposed 

the Unified Medical Language System (UMLS) concept to facilitate 

automatic categorization and extraction of numerous visual instances. 

Their approach comprised global indexing for image modality access and 

local indexing for semantic local feature retrieval. Additionally, two 

fusion strategies were devised. Firstly, enhanced results were achieved for 

both text and images by developing a basic combination of retrieval for 

textural and visuals. Secondly, design of a visual modality filter eliminated 

visually diverged images based on query modality concept. This approach 

showcased promising outcomes on the Image CLEFmed database (Clough 

et al., 2006). Extraction of semantic from images based on t-SNE method 

was proposed by Taheri et al. (2023). 

Deep learning techniques have become prominent in CBIR 

systems (Wan et al., 2014). Razavian et al. (2016) introduced a streamlined 

pipeline for visual instance retrieval leveraging Convolutional Neural 

Networks (CNNs), surpassing previous state-of-the-art methods. CNN 

activations from top layers of large networks serve as high-level 

descriptors for image content (Babenko et al., 2014). Utilizing these neural 

codes in image retrieval applications yielded superior results, even on 

unrelated classification tasks like the ImageNet dataset. Mao et al. (2014) 

presented a multimodal Recurrent Neural Network (m-RNN) for CBIR, 

that classify sentences using deep RNN and images using deep CNN, 

achieving superior performance over other generative methods on 

standard benchmark datasets. Hashing methods are also popular in CBIR 

systems with deep learning. Zhang et al. (2015) introduced raw images-

based generation of compact and scalable hashing codes using a 

supervised learning framework. Qayyum et al. (2017) introduced a CNN 
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based Content-Based Medical Image Retrieval (CBMIR) system, 

surpassing other state-of-the-art methods in classification accuracy. Pre-

trained CNN on ResNet-18 was used to develop CBIR system to extract 

features by Ahmed (2021).  However, deep learning models may not 

consistently improve image retrieval due to issues like noisy training data 

and suboptimal architectures. Proposed solutions include leveraging large-

scale noisy datasets with automatic cleaning methods, utilizing an R-MAC 

descriptor for deep and differentiable architectures, and training networks 

via Siamese architectures with triplet loss, resulting in a global image 

representation ideal for retrieval with promising results. 

Some studies have explored the combined use of handcrafted and 

deep features for CBIR tasks. Zhang et al. (2017) introduced a Combined 

Deep Handcrafted Visual Feature (CDHVF) based algorithm that presents 

a unified approach by combining fine-tuned and pre-trained deep CNN 

models with hand crafted descriptors. Evaluating the CDHVF algorithm 

on the image CLEF 2016 subfigure classification dataset yielded 

promising results. In the medical imaging domain, another area of interest 

is Chest Radiograph Image Retrieval (CRIR) systems. Researchers have 

employed handcrafted features such as dense SIFT-BoVW, LBP, and 

Binary, alongside deep features, creating a comprehensive algorithm 

tested with 443 X-ray query images (Anavi et al., 2015). This combined 

technique demonstrated promising outcomes.  

Previous studies indicate a limited exploration of combining 

handcrafted and deep features for CBIR tasks, a detailed survey of these 

methods are listed by Dubey (2021) and Hameed et al. (2021). The 

proposed technique integrates handcrafted features from HOG, SURF, 

BoF, and LBP, with deep features extracted via the AlexNet with Spatial 

Pyramid Pooling (SSP) model. Classification was performed using an 

SVM classifier. Testing was conducted on the Caltech-256 dataset, 

comprising 257 classes. The proposed framework yielded superior results 

for CBIR tasks by encompassing both low- and high-level visual content 

information. The subsequent sections detail the methodology, 

experimental findings, and conclusions. 

Methodology 

A CBIR system is proposed based on deep features and 

handcrafted descriptors. This system queries an image and performs 

classification utilizing visual instances. The function of this system is 

shown in Figure 1. The deep features were extracted using AlexNet model 

combined with SPP layer. In addition, the handcrafted features were also 

extracted. The two sets of features were then combined and SVM classifier 
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was used for classification. The Caltech-256 dataset was used for the 

analysis. 

 

 
Figure 1: Flow diagram of the proposed CBIR system 

Caltech-256 Dataset 

Numerous researches have been conducted in the last decade on 

object recognition (Sukanya et al., 2016). Several databases have been 

recorded for this purpose including the Coil (Everingham et al., 2015), 

MIT-CSAIL (Opelt & Pinz, 2005), PASCAL VOC (Russell et al., 2008), 

Caltech-6 and Caltech-101 (Lowe, 2004). Griffin et al. (2022) introduced 

the Caltech-256 dataset after Caltech-101 (Li et al., 2022). The Caltech-

256 was used in this research which consists of 257 classes (256 object 

classes and a clutter class). The Caltech-256 has an average number of 119 

while a minimum number of 80 samples per class. In comparison, the 

Caltech-101 has 102 categories, and has an average number of 90 samples 

while minimum number of 31 samples per class. The Caltech-256 dataset 

has variety of images with diversity in lighting condition, poses, 

backgrounds, image sizes and camera taxonomy. Images in this dataset 

can be used as provided and does not require further editing or 

preprocessing. This makes Caltech-256 database better compared to 

Caltech-101 dataset. 

Deep Features 

Krizhevsky et al. (2012) presents Alexnet, a CNN model, as 

shown in Figure 2 with butterfly image, taken from Caltech-256 dataset. 

The model is designed with five convolutional layers consisting of size 

11x11, three layers of max pooling, connected to three fully connected 

layers. ReLU activation function is used in both the convolutional and 

fully connected layers. Filters uses different formulations and are also 

shown in the figure. Finally, SoftMax is used to classify the sample based 

on its features. 
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Figure 2: AlexNet model architecture 

SPP Layer  

The spatial pyramid pooling layer makes bins of the input sample, 

as shown in Figure 3. These bins hold the maximum information that can 

help in accurate query image classification. 

 

 
Figure 3: SPP model architecture 

Proposed Model 

The proposed model consists of AlexNet model combined with 

SPP layer, as shown in Figure 4. It consists of five convolutional layers, 

three max pooling layers, an SPP layer, and three fully connected layers 

before the SoftMax is applied, that extracts deep features. 
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Figure 4: AlexNet model combined with SPP layer. 

Handcrafted Descriptors 

 The proposed method uses HOG, SURF, BoF and LBP 

handcrafted descriptors. Number of gradient orientation occurrences in 

local portion of the image are counted by the HOG features descriptor. 

Another computer vision tool to detect local feature is SURF, an enhanced 

version of Scale-Invariant Feature Transform (SIFT). Image classification 

is achieved by the LBP, another local visual feature descriptor. Caltech-

256 database was used by these descriptors and obtained the local 

handcrafted features. 

Combined Deep and Handcrafted Features 

These feature descriptors were merged to achieve a proficient 

feature set. After extracting the two sets of features, the classification was 

performed using the SVM classifier (Platt, 1999). 

Experimental Results 

In the first phase, handcrafted features from HOG, SURF, BoF 

and LBP are used to perform the classification. In the second phase, the 

classification was performed using deep features extracted by different 

deep models, i.e., Caffe-ref, VGG-f, and VGG-19, AlexNet and 

AlexNet+SPP. The third phase integrates the deep features CNN and 

individual handcrafted features HOG, SURF, BoF, and LBP resulting in 

CNN+HOG, CNN+SURF, CNN+BoF and CNN+LBP. The last phase 

combines these deep and handcrafted features into 

CNN+HOG+SURF+BoF+LBP. These experiments were performed with 

the SVM classifier for classification.   

The pretrained AlexNet model using ImageNet dataset was used 

for classification on the Caltech-256 dataset, where the ratio of training to 

testing images was 70% to 30%. The ReLU activation function used for 

faster training, and Stochastic Gradient Descent (SGD) was used an 

optimization algorithm for CNN model presented in this study. The 

network was trained with batch size 128, momentum value of 0.9, and 0.01 
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learning rate. The dropout regularization, set to 0.5, was applied to the two 

fully connected layers.   

Performance on Handcrafted Features 

Table 1 shows the performance metrics and their values achieved 

by the proposed model for different handcrafted features. The values of 

specificity, sensitivity, accuracy, and Matthew’s Correlation Coefficient 

(MCC) (Chicco et al., 2021) are based on the Caltech-256 dataset. The 

accuracy and specificity outperform by HOG features, while SURF 

features outperformed others in terms of sensitivity and MCC. 

Table 1: Performance metrics of different handcrafted features. 

Handcrafted 

Features 

Specificity 

(%) 

Sensitivity 

(%) 

Accuracy 

(%) 

MCC  

 

HOG 69.9 73.0 72.0 0.57 

SURF 69.1 75.1 70.3 0.59 

BoF 41.9 71.5 71.0 0.29 

LBP 65.5 73.6 71.5 0.53 

Performance on Deep Features 

The performance metrics achieved by the proposed model for 

deep features are given in Table 2. The deep features were extracted using 

different deep learning models, i.e., Caffe-ref, VGG-f, VGG-19, AlexNet 

and AlexNet with SPP layer (AlexNet+SPP).  The deep features obtained 

through AlexNet+SPP model outperformed all other deep features in 

terms of different performance metrics. It was followed by deep features 

extracted through AlexNet model. 

Table 2: Performance metrics of different deep features. 

Deep Features 

Extraction Model 

Specificity 

(%) 

Sensitivity 

(%) 

Accuracy 

(%) 

MCC  

 

Caffe-ref 73.6 78.9 79.9 0.67 

VGG-f 74.7 77.5 79.8 0.68 

VGG-19 73.0 75.5 80.2 0.69 

AlexNet 78.9 80.0 80.3 0.70 

AlexNet+SPP 79.9 81.8 80.6 0.80 

Performance on Combined Deep and Handcrafted Features 

In the next step, the deep features extracted through AlexNet and 

AlexNet+SPP models were combined with handcrafted features to 

enhance classification results given in Table 3. Combining deep and 

handcrafted feature improved the overall performance. Better accuracy, 

sensitivity and MCC results were achieved using the AlexNet+SPP and 
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HOG features. In terms of specificity, the AlexNet and HOG features 

provided better results. In general, the AlexNet+SPP deep features 

provided better results as compared to AlexNet combined deep and 

individual handcrafted features. At final stage, the deep features extracted 

by AlexNet+SPP model were combined with all the handcrafted features.  

Classification accuracy of 86.8% achieved by the proposed model using 

the Caltech-256 dataset.  

Table 3: Performance metrics of different deep plus handcrafted features. 

Deep + Handcrafted 

Features 

Specificity 

(%) 

Sensitivity 

(%) 

Accuracy 

(%) 

MCC 

AlexNet+HOG 80.5 81.7 82.5 0.77 

AlexNet+SURF 79.6 81.0 81.6 0.75 

AlexNet+BoF 79.8 80.0 80.6 0.66 

AlexNet+LBP 78.4 80.6 80.1 0.65 

AlexNet+SPP+HOG 80.0 82.8 83.9 0.80 

AlexNet+SPP+SURF 80.1 82.6 82.5 0.75 

AlexNet+SPP+BoF 79.5 81.1 82.0 0.69 

AlexNet+SPP+LBP 79.6 81.0 80.7 0.66 

AlexNet+SPP+HOG+

SURF+BoF+LBP 

82.8 85.7 86.8 0.90 

 

Table 4: Classification performance of different handcrafted, deep, and 

combined features. 

Method  Features Classification Accuracy (%) 

 

Handcrafted 

HOG 72.0 

SURF 70.3 

BoF 71.0 

LBP 71.5 

 

 

Deep 

Caffe-ref 79.9 

VGG-f 79.8 

VGG-19 80.2 

AlexNet 80.3 

AlexNet+SPP 80.6 

 

Deep + Handcrafted 

AlexNet+HOG 82.5 

AlexNet+SURF 81.6 

AlexNet+BoF 80.6 

AlexNet+LBP 80.1 

AlexNet+SPP+HOG 83.9 

AlexNet+SPP+SURF 82.5 

AlexNet+SPP+BoF 82.0 

AlexNet+SPP+LBP 80.7 
 

Proposed 
AlexNet+SPP+HOG+ 

SURF+BoF+LBP 

86.8 
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The classification accuracies obtained for the deep and 

handcrafted features, and their different combinations are summarized in 

Table 4. Better classification performance is observed as compared to the 

handcrafted features. The combination of deep and handcrafted features 

further improved the classification performance, where best classification 

result was achieved with the deep features and handcrafted features 

combination.   

Conclusion 

In this study, a combined deep and handcrafted features-based 

classification technique is proposed with SVM classifier. Multiple 

experiments were performed on Caltech-257 dataset to assess the 

performance of the proposed model. In the first experiment, among 

handcrafted features method, i.e., SURF, HOG, BoF and LBP, the HOG 

features performed better in terms of accuracy and specificity, while SURF 

features outperformed others in terms of sensitivity and MCC. In the 

second experiment, deep features extracted through different deep CNN 

models, i.e., Caffe-ref, VGG-f, VGG-19, AlexNet and AlexNet+SPP were 

used for classification. The deep features obtained through AlexNet+SPP 

model outperformed all other deep features in terms of different 

performance metrics. It was followed by deep features extracted through 

AlexNet model. 

In third experiment, handcrafted features were combined with 

deep features extracted through AlexNet and AlexNet+SPP were 

combined with handcrafted features. Initially, the deep features were 

extracted through AlexNet and AlexNet+SPP models and were combined 

with individual handcrafted features. Furthermore, deep features extracted 

through AlexNet+SPP model were combined with four handcrafted 

features, i.e., SURF, HOG, BoF and LBP yielding improved overall 

performance when deep and handcrafted features were combined. The best 

accuracy, sensitivity and MCC results were achieved using the 

AlexNet+SPP and HOG features. In terms of specificity, the AlexNet and 

HOG features provided better results. In general, the AlexNet +SPP deep 

features provided better results as compared to AlexNet deep features 

when combined with individual handcrafted features. The proposed 

approach provided the best classification accuracy of 86.8% when deep 

features extracted through AlexNet+SPP model were combined with four 

handcrafted features. In future various pre-trained CNN models, e.g., 

MobileNet, ResNet-50, Inception and Xception, can be used to extract the 

visual features to further improve the performance of the proposed model 

with fine tuning the model’s parameters. 
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